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Abst ract

Thi s docunent describes a protocol for Network Address Transl ator
(NAT) traversal for UDP-based comunication. This protocol is called
Interactive Connectivity Establishnent (I1CE). |CE nakes use of the
Session Traversal UWilities for NAT (STUN) protocol and its
extension, Traversal Using Relay NAT ( TURN)
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1

I ntroduction

Prot ocol s establishing conmuni cati on sessions between peers typically
i nvol ve exchanging | P addresses and ports for the data sources and
sinks. However, this poses chall enges when operated through Network
Address Transl ators (NATs) [RFC3235]. These protocols also seek to
create a data flow directly between participants, so that there is no
application-layer internmediary between them This is done to reduce
data | atency, decrease packet |oss, and reduce the operational costs
of deploying the application. However, this is difficult to
acconplish through NATs. A full treatnent of the reasons for this is
beyond the scope of this specification

Nurmer ous sol uti ons have been defined for allow ng these protocols to
operate through NATs. These include Application Layer Gateways
(ALGs), the M ddl ebox Control Protocol [RFC3303], the original Sinple
Traversal of UDP Through NAT (STUN) specification [ RFC3489] (note
that RFC 3489 has been obsol eted by RFC 5389), and Real m Specific IP
[ RFC3102] [RFC3103] along with session description extensions needed
to make them work, such as the Session Description Protocol (SDP)
attribute [ RFC4566] for the Real -Time Control Protocol (RTCP)

[ RFC3605]. Unfortunately, these techniques all have pros and cons
that make each one optimal in sone network topol ogies, but a poor
choice in others. The result is that admnistrators and inplenenters
are naki ng assunpti ons about the topol ogi es of the networks in which
their solutions will be deployed. This introduces conplexity and
brittleness into the system

This specification defines Interactive Connectivity Establishnent
(ICE) as a technique for NAT traversal for UDP-based data streans
(though I CE has been extended to handl e other transport protocols,
such as TCP [ RFC6544]). |CE works by exchanging a nultiplicity of IP
addresses and ports, which are then tested for connectivity by
peer-to-peer connectivity checks. The |IP addresses and ports are

exchanged usi ng | CE-usage-specific nechanisns (e.g., in an Ofer/
Answer exchange), and the connectivity checks are perfornmed using
STUN [ RFC5389]. |ICE al so nakes use of Traversal Using Relay around

NAT (TURN) [ RFC5766], an extension to STUN. Because |CE exchanges a
mul tiplicity of I P addresses and ports for each nedia stream it also
all ows for address selection for nultihomed and dual - st ack hosts.

For this reason, RFC 5245 [ RFC5245] deprecated the sol utions
previously defined in RFC 4091 [ RFC4091] and RFC 4092 [ RFC4092].

Appendi x B provi des background infornmation and notivati ons regardi ng
t he design decisions that were nmade when designing | CE

Keranen, et al. St andards Track [ Page 6]
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2.

Overvi ew of | CE

In a typical |ICE deploynent, there are two endpoints (ICE agents)
that want to communicate. Note that ICE is not intended for NAT
traversal for the signaling protocol, which is assunmed to be provided
via another nmechanism | CE assunes that the agents are able to
establish a signaling connection between each other

Initially, the agents are ignorant of their own topologies. In
particul ar, the agents nmay or may not be behind NATs (or nultiple
tiers of NATs). |ICE allows the agents to di scover enough information

about their topologies to potentially find one or nore paths by which
they can establish a data session

Figure 1 shows a typical |CE deploynent. The agents are labeled L
and R Both L and R are behind their own respective NATs, though
they may not be aware of it. The type of NAT and its properties are
al so unknown. L and R are capable of engaging in a candi date
exchange process, whose purpose is to set up a data session between L
and R Typically, this exchange will occur through a signaling
server (e.g., a SIP proxy).

In addition to the agents, a signaling server, and NATs, ICE is
typically used in concert with STUN or TURN servers in the network
Each agent can have its own STUN or TURN server, or they can be the
sane.

[ S +
R + | Si gnal i ng| R +
| STUN | | Server | | STUN |
| Server | R + | Server
Fomm e + / \ Fomm e +
/ \
/ \
/| <- Signaling ->\
/ \
E R + E R +
|  NAT | |  NAT |
E R + E R +
/ \
/ \
[ SR + [ SR +
| Agent | | Agent |
| L | R
Fom oo e + Fom oo e +

Figure 1: | CE Depl oynment Scenario
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The basic idea behind ICE is as follows: each agent has a variety of
candi date transport addresses (conbination of |IP address and port for
a particular transport protocol, which is always UDP in this
specification) it could use to conmunicate with the other agent.
These m ght i nclude:

0 A transport address on a directly attached network interface

0o A translated transport address on the public side of a NAT (a
"server-refl exive" address)

0 A transport address allocated froma TURN server (a "rel ayed
address")

Potentially, any of L's candidate transport addresses can be used to
comruni cate with any of R s candidate transport addresses. In
practice, however, many conbinations will not work. For instance, if
L and R are both behind NATs, their directly attached interface
addresses are unlikely to be able to communicate directly (this is
why I CE is needed, after all!). The purpose of ICEis to discover
whi ch pairs of addresses will work. The way that | CE does this is to
systematically try all possible pairs (in a carefully sorted order)
until it finds one or nore that work.

2.1. @Gthering Candi dates

In order to execute ICE, an I CE agent identifies and gathers one or
nor e address candi dates. A candidate has a transport address -- a
conmbi nation of |IP address and port for a particular transport
protocol (with only UDP specified here). There are different types
of candi dates; sone are derived from physical or |ogical network
interfaces, and others are discoverable via STUN and TURN

The first category of candidates are those with a transport address
obtained directly froma local interface. Such a candidate is called

a "host candidate". The local interface could be Ethernet or W-Fi,
or it could be one that is obtained through a tunnel nechani sm such
as a Virtual Private Network (VPN) or Mbile IP (MP). 1In all cases

such a network interface appears to the agent as a local interface
fromwhich ports (and thus candi dates) can be all ocated.

Next, the agent uses STUN or TURN to obtain additional candi dates.
These cone in two flavors: translated addresses on the public side of
a NAT (server-reflexive candi dates) and addresses on TURN servers
(rel ayed candi dates). Wen TURN servers are utilized, both types of
candi dates are obtained fromthe TURN server. |If only STUN servers
are utilized, only server-reflexive candi dates are obtai ned from
them The relationship of these candidates to the host candidate is

Keranen, et al. St andards Track [ Page 8]
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shown in Figure 2. 1In this figure, both types of candidates are
di scovered using TURN. In the figure, the notation X:x neans |IP
address X and UDP port x.

To I nternet

Yiy |/ Addr ess
B +
| |
| TURN |
| Server
| |
R +
|
|
| femmmmmme e Server
X1 x1' |/ Ref | exi ve
e e + Addr ess
| NAT |
. +
|
| Jemmmeeeaa- s Local
Xox |/ Addr ess
R +
| |
| Agent |
| |
L +

Fi gure 2: Candi date Rel ationshi ps

When the agent sends a TURN Al |l ocate request from | P address and port
X:x, the NAT (assuning there is one) will create a binding X1':x1l
mappi ng this server-reflexive candidate to the host candi date X x.
Qut goi ng packets sent fromthe host candidate will be translated by
the NAT to the server-reflexive candidate. |nconing packets sent to
the server-reflexive candidate will be translated by the NAT to the
host candi date and forwarded to the agent. The host candidate
associated with a given server-reflexive candidate is the "base".

Note: "Base" refers to the address an agent sends fromfor a

particul ar candidate. Thus, as a degenerate case, host candi dates
al so have a base, but it’'s the sanme as the host candi date.
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When there are multiple NATs between the agent and the TURN server
the TURN request will create a binding on each NAT, but only the

out ernost server-reflexive candi date (the one nearest the TURN
server) will be discovered by the agent. |If the agent is not behind
a NAT, then the base candidate will be the sane as the server-

refl exive candi date, and the server-reflexive candidate is redundant
and will be elininated.

The Allocate request then arrives at the TURN server. The TURN
server allocates a port y fromits local |IP address Y, and generates
an Allocate response, inform ng the agent of this relayed candi date.
The TURN server also informs the agent of the server-reflexive
candidate, X1':x1', by copying the source transport address of the

Al l ocate request into the Allocate response. The TURN server acts as
a packet relay, forwarding traffic between L and R In order to send
traffic to L, Rsends traffic to the TURN server at Y:y, and the TURN
server forwards that to X1':x1', which passes through the NAT where
it is mapped to X:x and delivered to L.

When only STUN servers are utilized, the agent sends a STUN Bi ndi ng
request [RFC5389] to its STUN server. The STUN server wll inform
the agent of the server-reflexive candidate X1':x1" by copying the
source transport address of the Binding request into the Binding
response.

2.2. Connectivity Checks

Once L has gathered all of its candidates, it orders them by highest-
to-lowest priority and sends themto R over the signaling channel
When R receives the candidates fromL, it perforns the sane gathering
process and responds with its own |list of candidates. At the end of
this process, each ICE agent has a conplete list of both its

candi dates and its peer’s candidates. It pairs themup, resulting in
candidate pairs. To see which pairs work, each agent schedules a
series of connectivity checks. Each check is a STUN request/response
transaction that the client will performon a particular candidate
pair by sending a STUN request fromthe local candidate to the renote
candi dat e.

The basic principle of the connectivity checks is sinple:
1. Sort the candidate pairs in priority order
2. Send checks on each candidate pair in priority order

3. Acknow edge checks received fromthe other agent.

Keranen, et al. St andards Track [ Page 10]
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Wth both agents performng a check on a candidate pair, the result
is a 4-way handshake:

L R
STUN r equest -> \' L's
<- STUN response [/ check

<- STUN request \ R's
STUN r esponse -> ! check

Fi gure 3: Basic Connectivity Check

It is important to note that STUN requests are sent to and fromthe
exact same | P addresses and ports that will be used for data (e.g.
RTP, RTCP, or other protocols). Consequently, agents demrultiplex
STUN and data using the contents of the packets rather than the port
on which they are received.

Because a STUN Binding request is used for the connectivity check,
the STUN Bi nding response will contain the agent’s transl ated
transport address on the public side of any NATs between the agent
and its peer. |If this transport address is different fromthat of
ot her candi dates the agent already |earned, it represents a new
candi date (peer-reflexive candidate), which then gets tested by ICE
just the same as any ot her candi date.

Because the al gorithm above searches all candidate pairs, if a
working pair exists, the algorithmw Il eventually find it no matter
what order the candidates are tried in. In order to produce faster
(and better) results, the candi dates are sorted in a specified order.
The resulting list of sorted candidate pairs is called the
"checklist".

The agent works through the checklist by sending a STUN request for
the next candidate pair on the list periodically. These are called
"ordi nary checks". Wen a STUN transacti on succeeds, one or nore
candidate pairs will beconme so-called "valid pairs" and will be added
to a candidate-pair list called the "valid list".

As an optim zation, as soon as R gets L's check nessage, R schedul es
a connectivity-check nessage to be sent to L on the sane candi date
pair. This is called a "triggered check", and it accelerates the
process of finding valid pairs.

At the end of this handshake, both L and R know that they can send
(and receive) nessages end to end in both directions.

Keranen, et al. St andards Track [ Page 11]
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In general, the priority algorithmis designed so that candi dates of
a simlar type get similar priorities so that nore direct routes
(that is, routes without data relays or NATs) are preferred over
indirect routes (routes with data relays or NATs). Wthin those

gui del i nes, however, agents have a fair anount of discretion about
how to tune their algorithns.

A data stream ni ght consist of multiple conponents (pieces of a data
streamthat require their own set of candidates, e.g., RTP and RTCP)

2.3. Nominating Candidate Pairs and Concluding I CE

| CE assigns one of the ICE agents in the role of the controlling
agent, and the other in the role of the controlled agent. For each
conponent of a data stream the controlling agent noninates a valid
pair (fromthe valid list) to be used for data. The exact timng of
the nomination is based on |ocal policy.

When noni nating, the controlling agent |lets the checks continue unti
at least one valid pair for each conponent of a data streamis found,
and then it picks a valid pair and sends a STUN request on that pair,
using an attribute to indicate to the controlled peer that it has
been nom nated. This is shown in Figure 4.

L R
STUN r equest -> \' LU's
<- STUN response / check

<- STUN request \ R's
STUN r esponse -> !/ check

STUN request + attribute ->\ L’s
<- STUN response / check

Fi gure 4: Nomi nation

Once the controlled agent receives the STUN request with the
attribute, it will check (unless the check has already been done) the
same pair. |If the transactions above succeed, the agents wll set
the nominated flag for the pairs and will cancel any future checks
for that conponent of the data stream Once an agent has set the
nom nated flag for each conponent of a data stream the pairs becone
the selected pairs. After that, only the selected pairs will be used
for sending and receiving data associated with that data stream

Keranen, et al. St andards Track [ Page 12]
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2. 4. | CE Restart

Once ICE is concluded, it can be restarted at any tinme for one or all
of the data streans by either ICE agent. This is done by sending
updat ed candi date information indicating a restart.

2.5. Lite Inplenentations

Certain I CE agents will always be connected to the public Internet
and have a public I P address at which it can receive packets from any
correspondent. To make it easier for these devices to support |ICE

| CE defines a special type of inplenentation called "lite" (in
contrast to the normal full inplenentation). Lite agents only use
host candi dates and do not generate connectivity checks or run state
machi nes, though they need to be able to respond to connectivity
checks.

3. |1 CE Usage

Thi s docunent specifies generic use of ICE with protocol s that

provi de nmeans to exchange candi date infornmation between | CE agents.
The specific details (i.e., how to encode candi date information and
the actual candi date exchange process) for different protocols using
ICE (referred to as "using protocol") are described in separate usage
docunent s.

One nechanismthat allows agents to exchange candidate information is
the utilization of Ofer/Answer semantics (which are based on
[ RFC3264]) as part of the SIP protocol [RFC3261] [I CE-SIP-SDP].

[ RFC7825] defines an I CE usage for the Real -Tine Stream ng Protocol
(RTSP). Note, however, that the | CE usage is based on RFC 5245.

4. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this document are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here.

Readers need to be faniliar with the term nol ogy defined in [ RFC5389]
and NAT Behavioral requirenents for UDP [ RFC4787].
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This specification nakes use of the follow ng additional term nology:

| CE Session: An |ICE session consists of all ICE-related actions
starting with the candi date gathering, followed by the
i nteractions (candi date exchange, connectivity checks,
nom nati ons, and keepalives) between the ICE agents until all the
candi dates are released or an ICE restart is triggered.

| CE Agent, Agent: An |ICE agent (sonetines sinply referred to as an
"agent") is the protocol inplenentation involved in the ICE
candi dat e exchange. There are two agents involved in a typica
candi dat e exchange

Initiating Peer, Initiating Agent, Initiator: An initiating agent is
an | CE agent that initiates the | CE candi date exchange process.

Respondi ng Peer, Respondi ng Agent, Responder: A responding agent is
an | CE agent that receives and responds to the candi date exchange
process initiated by the initiating agent.

| CE Candi dat e Exchange, Candi date Exchange: The process where | CE
agents exchange information (e.g., candi dates and passwords) that
is needed to performICE. O fer/Answer with SDP encodi ng
[ RFC3264] is one exanple of a protocol that can be used for
exchangi ng the candi date infornation.

Peer: Fromthe perspective of one of the |ICE agents in a session,
its peer is the other agent. Specifically, fromthe perspective
of the initiating agent, the peer is the responding agent. From
t he perspective of the responding agent, the peer is the
initiating agent.

Transport Address: The conbination of an |IP address and the
transport protocol (such as UDP or TCP) port.

Data, Data Stream Data Session: Wwen ICE is used to set up data
sessions, the data is transported using sone protocol. Mdiais
usual ly transported over RTP, conposed of a stream of RTP packets.
Data session refers to data packets that are exchanged between the
peer on the path created and tested with I CE

Candi date, Candidate Infornmation: A transport address that is a
potential point of contact for receipt of data. Candidates al so
have properties -- their type (server reflexive, relayed, or
host), priority, foundation, and base.
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Conmponent: A conponent is a piece of a data stream A data stream
may require nultiple conponents, each of which has to work in
order for the data streamas a whole to work. For RTP/RTCP data
streams, unless RTP and RTCP are nultiplexed in the same port,
there are two conponents per data stream-- one for RTP, and one
for RTCP. A conponent has a candi date pair, which cannot be used
by ot her conponents.

Host Candi date: A candidate obtained by binding to a specific port
froman I P address on the host. This includes |IP addresses on
physi cal interfaces and | ogical ones, such as ones obtained
t hr ough VPNs.

Server - Ref |l exi ve Candi date: A candi date whose | P address and port
are a binding allocated by a NAT for an | CE agent after it sends a
packet through the NAT to a server, such as a STUN server.

Peer - Ref | exi ve Candi date: A candi date whose | P address and port are
a binding allocated by a NAT for an | CE agent after it sends a
packet through the NAT to its peer

Rel ayed Candi date: A candidate obtained froma relay server, such as
a TURN server.

Base: The transport address that an | CE agent sends fromfor a
particul ar candidate. For host, server-reflexive, and peer-
refl exi ve candi dates, the base is the same as the host candidate.
For rel ayed candi dates, the base is the sane as the rel ayed
candidate (i.e., the transport address used by the TURN server to
send from.

Rel ated Address and Port: A transport address related to a
candi date, which is useful for diagnostics and other purposes. |If
a candidate is server or peer reflexive, the related address and

port is equal to the base for that server or peer-reflexive

candidate. |If the candidate is relayed, the related address and
port are equal to the mapped address in the Allocate response that
provided the client with that relayed candidate. |f the candi date

is a host candidate, the related address and port is identical to
t he host candi date.

Foundation: An arbitrary string used in the freezing algorithmto
group simlar candidates. It is the sane for two candi dates that
have the sane type, base |P address, protocol (UDP, TCP, etc.),
and STUN or TURN server. |f any of these are different, then the
foundation will be different.
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Local Candidate: A candidate that an | CE agent has obtai ned and nmay
send to its peer.

Renmot e Candi date: A candidate that an | CE agent received fromits
peer.

Default Destination/Candidate: The default destination for a
component of a data streamis the transport address that would be
used by an I CE agent that is not |ICE aware. A default candi date
for a conponent is one whose transport address matches the default
destination for that conponent.

Candidate Pair: A pair containing a local candidate and a renote
candi dat e.

Check, Connectivity Check, STUN Check: A STUN Binding request for
t he purpose of verifying connectivity. A check is sent fromthe
base of the local candidate to the renote candi date of a candi date
pair.

Checklist: An ordered set of candidate pairs that an | CE agent wll
use to generate checks.

O dinary Check: A connectivity check generated by an I CE agent as a
consequence of a tiner that fires periodically, instructing it to
send a check.

Triggered Check: A connectivity check generated as a consequence of
the recei pt of a connectivity check fromthe peer

Valid Pair: A candidate pair whose |ocal candidate equal s the napped
address of a successful connectivity-check response and whose
renote candi date equal s the destination address to which the
connectivity-check request was sent.

Valid List: An ordered set of candidate pairs for a data streamthat
have been validated by a successful STUN transaction.

Checklist Set: The ordered list of all checklists. The order is
determ ned by each | CE usage

Full Inplenentation: An ICE inplenentation that perforns the
compl ete set of functionality defined by this specification
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Lite Inplenentation: An ICE inplenentation that onits certain
functions, inplenenting only as nuch as is necessary for a peer
that is not alite inplenentation to gain the benefits of ICE
Lite inplenentations do not maintain any of the state machi nes and
do not generate connectivity checks.

Controlling Agent: The |ICE agent that noninates a candi date pair.
In any session, there is always one controlling agent and one
controll ed agent.

Controlled Agent: The ICE agent that waits for the controlling agent
to nom nate a candi date pair.

Nom nation: The process of the controlling agent indicating to the
controll ed agent which candidate pair the |CE agents will use for
sendi ng and receiving data. The nom nation process defined in
this specification was referred to as "regular nom nation"” in RFC
5245. The nonination process that was referred to as "aggressive
nom nation" in RFC 5245 has been deprecated in this specification

Nomi nat ed, Noninated Flag: Once the nomination of a candidate pair
has succeeded, the candidate pair has become nom nated, and the

value of its nomnated flag is set to true

Sel ected Pair, Selected Candidate Pair: The candidate pair used for
sendi ng and receiving data for a conponent of a data streamis
referred to as the "selected pair". Before selected pairs have
been produced for a data stream any valid pair associated with a
component of a data stream can be used for sending and receiving
data for the conponent. Once there are nominated pairs for each
conmponent of a data stream the nominated pairs becone the
selected pairs for the data stream The candi dates associ at ed
with the selected pairs are referred to as "sel ected candi dat es"

Usi ng Protocol, |ICE Usage: The protocol that uses |ICE for NAT

traversal. A usage specification defines the protocol-specific
details on how the procedures defined here are applied to that
pr ot ocol

Timer Ta: The timer for generating new STUN or TURN transactions.

Timer RTO (Retransmission Tineout): The retransmssion tiner for a
gi ven STUN or TURN transaction.
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5. I CE Candi date Gat hering and Exchange

As part of |CE processing, both the initiating and respondi ng agents
gat her candi dates, prioritize and elimnate redundant candi dates, and
exchange candidate information with the peer as defined by the using
protocol (I1CE usage). Specifics of the candidate-encodi ng nechani sm
and the semantics of candidate informati on exchange is out of scope
of this specification

5.1. Full Inplenmentation
5.1.1. Gathering Candi dates

An | CE agent gathers candi dates when it believes that comunication
isinminent. An initiating agent can do this based on a user
interface cue or on an explicit request to initiate a session. Every
candi date has a transport address. It also has a type and a base.
Four types are defined and gathered by this specification -- host
candi dat es, server-reflexive candi dates, peer-reflexive candi dates,
and rel ayed candi dates. The server-reflexive candi dates are gat hered
using STUN or TURN, and relayed candi dates are obtai ned through TURN.
Peer-refl exive candi dates are obtained in |ater phases of ICE as a
consequence of connectivity checks.

The process for gathering candi dates at the respondi ng agent is
identical to the process for the initiating agent. It is RECOMMENDED
that the respondi ng agent begin this process imediately on receipt

of the candidate information, prior to alerting the user of the
application associated with the | CE session

5.1.1.1. Host Candi dates

Host candi dates are obtained by binding to ports on an | P address
attached to an interface (physical or virtual, including VPN
i nterfaces) on the host.

For each conponent of each data streamthe | CE agent w shes to use

t he agent SHOULD obtain a candidate on each I P address that the host
has, with the exceptions listed below The agent obtains each

candi date by binding to a UDP port on the specific IP address. A
host candi date (and i ndeed every candidate) is always associated with
a specific conponent for which it is a candidate.

Each conponent has an ID assigned to it, called the "conponent |D".
For RTP/ RTCP data streans, unless both RTP and RTCP are multipl exed
in the same UDP port (RTP/RTCP nultiplexing), the RTP itself has a
component 1D of 1, and RTCP has a component ID of 2. 1In case of RTP/
RTCP nmul tipl exing, a conponent ID of 1 is used for both RTP and RTCP
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When candi dates are obtained, unless the agent knows for sure that
RTP/ RTCP nul tiplexing will be used (i.e., the agent knows that the

ot her agent also supports, and is willing to use, RTP/RTCP

mul ti pl exing), or unless the agent only supports RTP/ RTCP

mul ti pl exi ng, the agent MJST obtain a separate candi date for RTCP

If an agent has obtained a candidate for RTCP, and ends up using RTP/
RTCP nul tipl exi ng, the agent does not need to perform connectivity
checks on the RTCP candi date. Absence of a conponent ID 2 as such
does not inmply use of RTCP/RTP multiplexing, as it could al so nean
that RTCP is not used.

If an agent is using separate candidates for RTP and RTCP, it will
end up with 2*K host candidates if an agent has K | P addresses.

Note that the responding agent, when obtaining its candidates, wll
typically know if the other agent supports RTP/RTCP multiplexing, in
which case it will not need to obtain a separate candi date for RTCP
However, absence of a conponent ID 2 as such does not inply use of
RTCP/ RTP nul tiplexing, as it could also nmean that RTCP is not used.

The use of mnultiple conponents, other than for RTP/RTCP streans, is
di scouraged as it increases the conplexity of |ICE processing. |If
mul ti pl e conponents are needed, the conponent |Ds SHOULD start with 1
and increase by 1 for each conponent.

The base for each host candidate is set to the candidate itself.

The host candi dates are gathered fromall |P addresses with the
foll owi ng exceptions:

0 Addresses froma | oopback interface MJST NOT be included in the
candi dat e addr esses.

0 Deprecated | Pv4-conpatible | Pv6 addresses [ RFC4291] and | Pv6 site-
| ocal uni cast addresses [RFC3879] MJST NOT be included in the
addr ess candi dat es.

0 | Pv4-mapped | Pv6 addresses SHOULD NOT be included in the address
candi dat es unl ess the application using | CE does not support |Pv4
(i.e., it is an IPv6-only application [ RFC4038]).

o |f gathering one or nore host candi dates that correspond to an
| Pv6 address that was generated using a nmechani smthat prevents
| ocation tracking [ RFC7721], host candi dates that correspond to
| Pv6 addresses that do allow | ocation tracking, are configured on
the sane interface, and are part of the sane network prefix MJST
NOT be gathered. Similarly, when host candi dates corresponding to
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an | Pv6 address generated using a nechanismthat prevents |ocation
tracking are gathered, then host candidates corresponding to | Pv6
Iink-1ocal addresses [RFC4291] MJST NOT be gat hered.

The 1 Pv6 default address selection specification [RFC6724] specifies
that tenporary addresses [RFC4941] are to be preferred over pernanent
addr esses.

5.1.1.2. Server-Reflexive and Rel ayed Candi dat es

An | CE agent SHOULD gat her server-reflexive and rel ayed candi dates.
However, use of STUN and TURN servers nmy be unnecessary in certain
networ ks and use of TURN servers nay be expensive, so sone

depl oynents nay elect not to use them |If an agent does not gather
server-reflexive or relayed candidates, it is RECOWENDED that the
functionality be inplenented and just disabled through configuration
so that it can be re-enabled through configuration if conditions
change in the future

The agent pairs each host candidate with the STUN or TURN servers
with which it is configured or has discovered by sone neans. It is
RECOMVENDED t hat a domai n name be configured, the DNS procedures in
[ RFC5389] (using SRV records with the "stun" service) be used to

di scover the STUN server, and the DNS procedures in [RFC5766] (using
SRV records with the "turn" service) be used to discover the TURN
server.

When mul tiple STUN or TURN servers are available (or when they are

| earned through DNS records and nmultiple results are returned), the
agent MAY gat her candidates for all of them and SHOULD gat her

candi dates for at |east one of them (one STUN server and one TURN
server). It does so by pairing host candidates with STUN or TURN
servers, and for each pair, the agent sends a Binding or Allocate
request to the server fromthe host candidate. Binding requests to a
STUN server are not authenticated, and any ALTERNATE- SERVER attri bute
in a response is ignored. Agents MJST support the backwards-
conpatibility node for the Binding request defined in [ RFC5389].

Al l ocate requests SHOULD be aut henticated using a | ong-term
credential obtained by the client through sonme other neans.

The gathering process is controlled using a timer, Ta. Every time Ta
expires, the agent can generate another new STUN or TURN transaction
This transaction can be either a retry of a previous transaction that
failed with a recoverable error (such as authentication failure) or a
transaction for a new host candidate and STUN or TURN server pair.
The agent SHOULD NOT generate transactions nore frequently than once
per each ta expiration. See Section 14 for guidance on how to set Ta
and the STUN retransnit tiner, RTO
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The agent will receive a Binding or Allocate response. A successfu
Al'l ocate response will provide the agent with a server-reflexive
candi date (obtained fromthe mapped address) and a rel ayed candi date
in the XOR- RELAYED- ADDRESS attribute. |If the Allocate request is
rejected because the server |acks resources to fulfill it, the agent
SHOULD i nstead send a Binding request to obtain a server-reflexive
candidate. A Binding response will provide the agent with only a
server-refl exive candidate (al so obtained fromthe napped address).
The base of the server-reflexive candidate is the host candidate from
which the Allocate or Binding request was sent. The base of a

rel ayed candidate is that candidate itself. |If a relayed candidate
is identical to a host candi date (which can happen in rare cases),
the rel ayed candi date MJUST be di scarded.

If an I Pv6-only agent is in a network that utilizes NAT64 [ RFC6146]
and DNS64 [ RFC6147] technologies, it may al so gather |Pv4 server-
refl exive and/or relayed candi dates from | Pv4-only STUN or TURN
servers. |Pv6-only agents SHOULD al so utilize I Pv6 prefix discovery
[ RFC7050] to discover the IPv6 prefix used by NAT64 (if any) and
generate server-reflexive candidates for each IPv6-only interface,
accordingly. The NAT64 server-reflexive candidates are prioritized
like I Pv4d server-reflexive candi dates.

5.1.1.3. Conputing Foundations

The | CE agent assigns each candidate a foundation. Two candi dates
have the sane foundati on when all of the following are true:

o They have the sane type (host, relayed, server reflexive, or peer
reflexive).

0 Their bases have the sane | P address (the ports can be different).

o For reflexive and rel ayed candi dates, the STUN or TURN servers
used to obtain them have the sane | P address (the I P address used
by the agent to contact the STUN or TURN server).

0 They were obtained using the sane transport protocol (TCP, UDP).

Simlarly, two candi dates have different foundations if their types
are different, their bases have different |IP addresses, the STUN or
TURN servers used to obtain them have different |IP addresses (the IP
addresses used by the agent to contact the STUN or TURN server), or
their transport protocols are different.
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5.1.1.4. Keeping Candi dates Alive

Once server-reflexive and rel ayed candi dates are allocated, they MJST
be kept alive until |CE processing has conpleted, as described in
Section 8.3. For server-reflexive candi dates |earned through a

Bi ndi ng request, the bindings MJST be kept alive by additiona

Bi ndi ng requests to the server. Refreshes for allocations are done
using the Refresh transaction, as described in [RFC5766]. The
Refresh requests will also refresh the server-reflexive candidate

Host candi dates do not tinme out, but the candi date addresses may
change or di sappear for a nunber of reasons. An |CE agent SHOULD
nonitor the interfaces it uses, invalidate candi dates whose base has
gone away, and acquire new candi dates as appropriate when new I P
addresses (on new or currently used interfaces) appear

5.1.2. Prioritizing Candi dates

The prioritization process results in the assignnent of a priority to
each candi date. Each candidate for a data stream MJST have a uni que
priority that MJST be a positive integer between 1 and (2**31 - 1).
This priority will be used by ICE to determ ne the order of the
connectivity checks and the relative preference for candi dates.

Hi gher-priority values give nore priority over |ower val ues

An | CE agent SHOULD conpute this priority using the fornula in
Section 5.1.2.1 and choose its paraneters using the guidelines in
Section 5.1.2.2. If an agent elects to use a different fornula, |ICE
may take |onger to converge since the agents will not be coordinated
in their checks.

The process for prioritizing candidates is conmobn across the
initiating and the respondi ng agent.

5.1.2.1. Recommended Formul a

The recomended fornula conbines a preference for the candi date type
(server reflexive, peer reflexive, relayed, and host), a preference
for the I P address for which the candi date was obtained, and a
component 1D using the follow ng formul a:

priority = (2724)*(type preference) +
(2"8)*(l ocal preference) +
(2"0) *(256 - conponent |D)

The type preference MIST be an integer fromO (lowest preference) to

126 (hi ghest preference) inclusive, MJIST be identical for al
candi dates of the sanme type, and MJST be different for candidates of
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different types. The type preference for peer-reflexive candi dates
MJUST be hi gher than that of server-reflexive candidates. Setting the
value to 0 neans that candidates of this type will only be used as a
| ast resort. Note that candi dates gathered based on the procedures
of Section 5.1.1 will never be peer-reflexive candi dates; candi dates
of this type are learned fromthe connectivity checks perforned by

| CE.

The | ocal preference MIST be an integer fromO (lowest preference) to
65535 (highest preference) inclusive. Wen there is only a single IP
address, this value SHOULD be set to 65535. |If there are multiple
candi dates for a particular conponent for a particular data stream
that have the sane type, the |ocal preference MJST be uni que for each
one. |If an ICE agent is dual stack, the |ocal preference SHOULD be
set according to the current best practice described in [ RFC8421].

The conponent I D MJST be an integer between 1 and 256 incl usive.
5.1.2.2. @uidelines for Choosing Type and Local Preferences

The RECOMMENDED val ues for type preferences are 126 for host
candi dates, 110 for peer-reflexive candi dates, 100 for server-
refl exi ve candi dates, and O for relayed candi dates.

If an I CE agent is nultihoned and has nmultiple |IP addresses, the
recomendations in [ RFC8421] SHOULD be followed. If multiple TURN
servers are used, local priorities for the candi dates obtained from
the TURN servers are chosen in a simlar fashion as for nultihoned

| ocal candidates: the local preference value is used to indicate a
preference anong different servers, but the preference MJST be uni que
for each one.

Wien choosing type preferences, agents nmay take into account factors
such as | atency, packet |oss, cost, network topol ogy, security,
privacy, and ot hers.

5.1.3. Elimnating Redundant Candi dates

Next, the I CE agents (initiating and responding) elininate redundant
candi dates. Two candi dates can have the sane transport address yet

di fferent bases, and these would not be considered redundant.
Frequently, a server-reflexive candidate and a host candidate will be
redundant when the agent is not behind a NAT. A candidate is
redundant if and only if its transport address and base equal those
of another candidate. The agent SHOULD elim nate the redundant
candidate with the lower priority.
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5.2. Lite Inplenentation Procedures

Lite inmplenentations only utilize host candi dates. For each IP
address, independent of an IP address famly, there MJST be zero or
one candidate. Wth the lite inplenentation, |ICE cannot be used to
dynani cal | y choose anobngst candi dates. Therefore, including nore
than one candidate froma particular IP address famly is NOT
RECOMVENDED, since only a connectivity check can truly determ ne
whet her to use one address or the other. Instead, it is RECOVWENDED
that agents that have nmultiple public I P addresses run full ICE

i npl ementations to ensure the best usage of its addresses.

Each conponent has an ID assigned to it, called the "conponent |D".
For RTP/ RTCP data streans, unless RTCP is nultiplexed in the sane
port with RTP, the RTP itself has a conmponent ID of 1 and RTCP a
component ID of 2. If an agent is using RTCP without multiplexing,

it MIUST obtain candidates for it. However, absence of a conponent ID
2 as such does not inply use of RTCP/RTP nultiplexing, as it could

al so mean that RTCP is not used.

Each candi date is assigned a foundation. The foundati on MJST be
different for two candidates allocated fromdifferent |IP addresses;
otherwise, it MIST be the sane. A sinple integer that increments for
each | P address will suffice. |In addition, each candi date MJST be
assigned a unique priority anongst all candidates for the sane data
stream If the fornmula in Section 5.1.2.1 is used to calculate the
priority, the type preference value SHOULD be set to 126. |If a host
is IPv4d only, the local preference value SHOULD be set to 65535. |If
a host is IPv6 or dual stack, the local preference value SHOULD be
set to the precedence value for | P addresses described in RFC 6724

[ RFC6724] .

Next, an agent chooses a default candidate for each conponent of each

data stream If a host is IPv4 only, there would only be one
candi date for each conponent of each data stream therefore, that
candidate is the default. |If a host is IPv6 only, the default

candidate would typically be a globally scoped | Pv6 address. Dual -
stack hosts SHOULD al | ow configuration whether |Pv4 or IPv6 is used
for the default candidate, and the configuration needs to be based on
which one its adninistrator believes has a higher chance of success
in the current network environnent.

The procedures in this section are comon across the initiating and
respondi ng agents.
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5.3. Exchangi ng Candi date |Information

| CE agents (initiating and responding) need the follow ng infornmation
about candi dates to be exchanged. Each |ICE usage MJIST define how the
information is exchanged with the using protocol. This section
describes the information that needs to be exchanged.

Candi dat es: One or nore candi dates. For each candi date:

Address: The I P address and transport protocol port of the
candi dat e.

Transport: The transport protocol of the candidate. This MAY be
omtted if the using protocol only runs over a single transport
pr ot ocol

Foundation: A sequence of up to 32 characters.

Component I D: The conponent |ID of the candidate. This MAY be
omtted if the using protocol does not use the concept of
conponent s.

Priority: The 32-bit priority of the candidate.
Type: The type of the candidate.

Rel at ed Address and Port: The related IP address and port of the
candi date. These MAY be onmitted or set to invalid values if
the agent does not want to reveal them e.g., for privacy
reasons.

Extensibility Paraneters: The using protocol might define nmeans
for adding new per-candidate | CE paraneters in the future.

Lite or Full: Whet her the agent is a lite agent or full agent.

Connecti vity-Check Pacing Value: The pacing value for connectivity
checks that the agent wi shes to use. This MAY be onitted if the
agent wishes to use a defined default val ue.